
Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013 1

Radiation Hydrodynamical 
Simulations of Cepheids.

Friedrich Kupka
jointly with

Eva Mundprecht, Herbert Muthsam 
Faculty of Mathematics

University of Vienna, Austria



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013 2

Outline

• Contributors, Collaborators
• Motivation
• The ANTARES Code
• The Numerical Challenges
• Simulation Results
• Recent Work and Outlook



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013 3

ANTARES - Contributors and Collaborators
Bernhard Löw-Baselli, Hannes Grimm-Strele, 

Natalie Happenhofer, Peter Schiansky
Faculty of Mathematics, University of Vienna, Austria

Florian Zaussinger
LAS, BTU Cottbus, Germany

Jérôme Ballot
Laboratoire d’Astrophysique, Obs. de Midi-Pyréenées, Toulouse, France

Michael M. Montgomery, Kevin Luecke
Department of Astronomy, Univ. of Austin, Texas, USA

Othmar Koch1,2

1formerly at Faculty of Mathematics, University of Vienna, Austria
2now at ASC, Vienna University of Technology, Austria



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013 4

ANTARES - Contributors and Collaborators
Arno Mayrhofer3,4, Christof Obertscheider3,5

3formerly at Faculty of Mathematics, University of Vienna, Austria
4now at Univ. of Manchester, UK; 5now at Magna International Inc.

Mathias Langer6, Patrick Lenz7

6formerly at Faculty of Mathematics, University of Vienna, Austria
7now at Institute of Astronomy, University of Vienna, Austria

 Inmaculada Higueras
Universidad Pública de Navarra, Pamplona, Spain

Hendrik C. Spruit
MPI for Astrophysics, Garching, Germany

Marie-Jo Goupil, Kévin Belkacem, Réza Samadi
LESIA, Obs. de Paris, Section de Meudon, France



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013
5

Motivation I

Cepheids in the OGLE-III field of the LMC (Soszyński et al. 2008, Acta Astron. 58, 163).

176 A. A.

Files cepF.dat, cep1O.dat, cep2O.dat, cepF1O.dat, cep1O2O.dat,
cep1O3O.dat, cepF1O2O.dat, and cep1O2O3O.dat list basic parameters of the sin-
gle-, double- and triple-mode Cepheids with the appropriate modes excited. For
single-mode objects the consecutive columns contain: intensity mean magnitudes
in the I and V bands, periods in days and their uncertainties, moments of the zero
phase corresponding to maximum light, amplitudes in the I -band, and Fourier pa-
rameters R21 , !21 , R31 , !31 derived for the I-band light curves. For double-mode
and triple-mode pulsators the format of tables is longer including additional peri-
odicities. First rows of the file cepF.dat are shown in Table 2.

The file remarks.txt contains additional information on some Cepheids. We pro-
vide here remarks about uncertain classification, interesting features as additional
variability, variable mean magnitudes or amplitude modulation, and information
about differences compared to other catalogs (for example different periods). Di-
rectory phot/ contains I- and V-band OGLE photometry of the stars in our cata-
log. If available, OGLE-II data are merged with the OGLE-III data. Finally, the
directory fcharts/ contains finding charts of all objects. These are the 60′′ × 60′′
segments of the I-band DIA reference images, oriented with N up, and E to the left.

Fig. 4. OGLE-III fields in the LMC. Dots indicate positions of classical Cepheids from the OIII-CVS
catalog. The background image of the LMC is originated from the ASAS wide field sky survey.
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Motivation II

Astrophysical interest
– Cepheids are an important part of the cosmic distance ladder
– discrepancies have been found when comparing masses

from stellar evolution and stellar pulsation modelling
– double-mode pulsators (even triple-mode) are observed
– period ratios sensitive to metallicity Z
– recently, even non-radial modes have been clearly identified

in classical pulsators (RR Lyr)
– 1D models yield mixed results about their location in the HRD
– interpretation of the relations of period P, luminosity L, colour,

and metallicity Z: can we trust 1D models ?!?
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Motivation III

Mass offset when comparing masses from pulsation and from evolution for Cepheids 
(Keller 2008, ApJ 647, 483) showing an offset for pulsational minus evolutionary mass. 
Offset is explained here with convective core overshoot + mass loss ...
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Motivation IV

Lightcurves of Cepheids (from Soszyński et al. 2008, Acta Astron. 58, 163).

168 A. A.

pulsating-like variables with shorter periods were found on the continuation of the
fundamental-mode Cepheids PL relation, but the shapes of their light curves were
considerably different than for F Cepheids. The preliminary distinction between
fundamental (F) and first overtone (1O) classical Cepheids was done using their
positions in the WI –logP diagram, but the final classification utilized the Fourier
parameters R21 and !21 (see Section 6). The exemplary light curves of single-mode
Cepheids from the whole range of periods and luminosities covered by OGLE are
presented in Fig. 1.

F 1O 2O

Fig. 1. Illustrative light curves of fundamental-mode (left panel), first-overtone (middle panel) and
second-overtone (right panel) Cepheids. Small numbers at the right side of each panel show the
rounded periods in days of the light curves presented in panels.
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Motivation V

Observed distribution of various types of Cepheid pulsators in the LMC 
(from Soszyński et al. 2008, Acta Astron. 58, 163).

182 A. A.

Fig. 7. Color–magnitude diagram for classical Cepheids in the LMC. In the background stars from
the subfield LMC100.1 are shown. The significant number of very red Cepheids are clearly located
to the red side of the respective instability strips for the various pulsation modes indicating that large
reddening is not unusual in the LMC.

and for the first-overtone mode:

V = −3.194(±0.026) logP+17.046(±0.009) != 0.23 mag
I = −3.297(±0.017) logP+16.405(±0.006) != 0.16 mag

WI = −3.451(±0.009) logP+15.398(±0.003) != 0.07 mag.

The slopes of the PL relations for fundamental-mode Cepheids agree within 1!
with previous determinations by Udalski et al. (1999c)§, and Fouqué et al. (2007).
Of course, in the V and I domains we can only compare the slopes, because we
did not applied the reddening correction, but in the WI extinction-free index we
can consider both, the slope and the zero point, of the PL relation. There is larger
discrepancy (> 2!) in the zero point of the logP–WI relation. We also obtained

§updated coefficients are available from:
ftp://ftp.astrouw.edu.pl/ogle/ogle2/var_stars/lmc/cep/catalog/README.PL
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Motivation VI

o 

3.9 3.6 3.8 3.7 

log T,,, 
FIGURE 3. Computed HR diagram indicating the domains of single mode pulsations, of double mode pulsations and of hysteresis 

to the rightmost edge of the (light blue) hysteretic region 
where it switches to F pulsations until it exits through the 
F red edge on the right. 

Below, and as a continuation of the hysteretic region 
we typically find F/Ol double mode pulsations denoted 
by crosses [yellow filled circles with a concentric black 
dot]. Care has to be exercised in the modeling compu-
tations that the pulsations are truly double mode (i.e., 
with constant amplitudes and phases) rather than that the 
model may be switching from one mode to the other In-
deed, it has been shown that the amplitudes may level off 
relatively fast, and then vary extremely slowly, giving the 
erroneous impression of steady pulsations. To be certain 
that double mode is indeed obtained it is necessary to in-
tegrate the model with several judiciously chosen initial 
kicks and to watch the evolution of the individual ampli-
tudes in an amplitude-amplitude portrait [18]. 

Interestingly, F/Ol double mode pulsations can also 
occur in a narrow region above the hysteresis regime. 
This double mode behavior is induced by the PQ = 2P2 

resonance in the vicinity of the 10 d period. The locus of 
the center of this resonance is indicated as a dashed line 
in the figure. 

The width of the hysteresis regime [light blue lines] is 
clearly nonmonotone with mass. This is not a numerical 
problem, but we have again traced this behavior to a 
resonance, this time P\ = 2PA, as seen by the locus of 
the resonance center (solid line). 

Similar regimes of hysteresis and double mode occur 
on the right towards the lower masses, but now for Ol 
and 02. The hysteretic regime of Ol and 02 ('either 
01 or 02') is marked by sohd triangles [green fiUed 
circles]. Below this occurs a regime of 01/02 double 
mode pulsations labeled with x's [orange filled circles]. 

We note in passing, and as a curiosity, that we have 
also found an extremely narrow strip of hysteresis with 
either F single mode pulsations or F/Ol double mode 
pulsations. 

It is likely that multimode and hysteresis also occur for 
the 2M© models, for which 03 is linearly unstable, but 

55 
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Theoretical location of double-mode Cepheids (from Buchler 2009, APC 1170, 61).
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Motivation VII

Identifying double-mode pulsators (from Soszyński et al. 2008, Acta Astron. 58, 153).

Vol. 58 159

Fig. 4. Power spectra and light curves of 1O/3O double-mode Cepheid LMC123.1 270. Two upper
panels show power spectra for the original data and after subtracting the primary periodicity, respec-
tively. Bottom panels display light curves folded with the primary and secondary periodicities after
prewhitening with the other period.

of double-mode Cepheids: 1O/3O pulsators. Table 3 lists the basic parameters of
these stars, while Figs. 4 and 5 show their power spectra and light curves. It is
worth mentioning that for LMC123.1 270 we detected very weak periodic signal at
0.311617 days, what may be a signature of the fourth overtone mode of pulsation.

4. Discussion

The advantage of studying variable stars in the Magellanic Clouds is that they
can be easily placed in the period–luminosity (PL) diagrams, what makes the vari-
ability type classification easier. All the stars presented in this paper have the pri-
mary periods corresponding to the pulsation in the first overtone and they match
the PL sequence of classical Cepheids in the V and I-band domains as well as in
the logP–WI plane, where WI = I− 1.55(V − I) is the reddening-free Wesenheit
index.

The dominant periods and period ratios point that LMC111.2 38564 is of the
same class of variable stars as Galactic AC And and V823 Cas, i.e., pulsator with
the three lowest radial modes excited. Since LMC111.2 38564 is a classical Cepheid,
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Motivation VIII

Identifying a non-radial mode (fN) in classical variables (RR Lyr stars in the case), in 
this case V445 Lyr (from Guggenberger et al. 2012, MNRAS 424, 649).

664 E. Guggenberger et al.

Table 6. Comparison of the overtone modes and the
additional frequency of the two stars.

CoRoT 105288363 V445 Lyr

f 2 (d−1) 2.9856 3.3307
A(f 2) (mmag) 0.5 1.4
f 0/f 2 0.590 0.585

f 1 (d−1) 2.3793 2.6676
A(f 1) (mmag) 0.3 2.7
f 0/f 1 0.741 0.731

fN (d−1) 2.442 2.7719
A(fN) (mmag) 0.4 3.6
f0/fN 0.722 0.703

In CoRoT 105288363, there is no sign of period doubling, and
no frequencies could be detected at or near the positions of the
characteristic HIFs (3f 0/2, 5f 0/2, etc.).

7 SU M M A RY A N D C O N C L U S I O N S

7.1 An unusual star with unusual phenomena

V445 Lyr is an RRab star with such a strong Blazhko modulation
that at Blazhko minimum the peak-to-peak amplitude decreases
down to 0.07 mag compared to approximately 1 mag during Blazhko
maximum (a difference by a factor of 14), leading to the rather low
overall amplitude A1 of 0.18 mag.

The light curve around Blazhko minimum shows a strong dis-
tortion with a secondary maximum, making it impossible to even
identify V445 Lyr as an RRab pulsator when observed only during
Blazhko minimum.

In V445 Lyr the full variety of all the recently discovered new fea-
tures in RR Lyrae stars – period doubling, strong irregular changes
in the Blazhko effect, a secondary modulation, radial overtone pul-
sation and a non-radial mode – are combined in one single star.
Therefore, it serves as an example of how ultraprecise and un-
interrupted space photometry can change our view on seemingly
well-known types of stars. The Fourier phases show an unusual
behaviour which has not been detected before in an RR Lyrae star.
Moreover, the distinct spikes in the temporal variation of the Fourier
amplitude ratios are a previously unknown feature which is most
likely caused by the pronounced double maximum at those phases.

7.2 Secondary modulation, irregular behaviour and long-term
period change

In V445 Lyr, we find the most extreme variations of the Blazhko
modulation known so far. This is partly, but not fully, explained
by the secondary modulation of 143 d which we find in the Kepler
data. Irregular/chaotic changes of the Blazhko modulation and/or
even longer modulation periods also seem to be present, leading to
a dense spectrum of peaks around the harmonics of the fundamental
mode, in which with classical methods up to 771 frequencies would
be found.

The amplitudes of the peaks connected to the secondary modu-
lation were found to decrease less steeply with harmonic order than
the components of the classical Blazhko multiplets. This interesting
feature still awaits a physical explanation.

A long-term period change is also present, but it could not yet
unambiguously be determined whether it is a periodic or a linear

change (or neither). Future Kepler observations in the upcoming
quarters will certainly reveal more about this long-term change.

7.3 Additional frequencies

We find at least four additional frequencies not connected to the
fundamental mode, its harmonics and the Blazhko peaks. One of
these peaks was interpreted as the second radial overtone, the second
one could possibly be the first radial overtone, the third one was
found to be due to period doubling and the fourth one was attributed
to a non-radial frequency.

The second overtone is not always present during the observa-
tions. A strict dependence of the f 2 amplitude on the Blazhko phase
could not be found. Instead, it seems to vary rather irregularly.

Amplitudes and frequencies of all additional peaks change no-
tably during the time span of the data. It is possible that fluctuations
in the frequency values of f 1 lead to transient resonances which
temporarily excite the second overtone.

The additional peaks form numerous combinations with f 0 and
the Blazhko multiplets (including quintuplet peaks) and also with
the peaks belonging to the secondary modulation, indicating that
they are all intrinsic to the target. Altogether, 80 peaks were found
above the significance level at or near the combinations of those
four frequencies with the other intrinsic frequencies of the target.

7.4 Spectroscopy, Petersen diagrams and an alternative
method of light-curve analysis

Spectroscopy with the Keck telescope revealed a metallicity of
[Fe/H] = −2.0 ± 0.3, and Petersen diagrams based on linear pulsa-
tion models point towards a mass of 0.55–0.65 M" and a luminosity
of 40–50 L".

We also applied the new analytic modulation technique to the
light curve, and found that the best model contains a sinusoidal
AM, a non-sinusoidal FM and a sinusoidal AM for the secondary
modulation. Due to the migration of a strong bump feature and
due to the irregular/stochastic changes, however, the method faces
troubles similar to that of Fourier analysis.

7.5 Comparison with another peculiar star

A revisit of the data on CoRoT 105288363 revealed a secondary
modulation period with a similar period ratio (2.5) with the primary
modulation period as V445 Lyr (2.7).

The new analysis of the CoRoT 105288363 data also points
towards the excitation of more additional modes than the previously
published second overtone. A non-radial mode as well as the first
overtone might also be excited.

V445 Lyr also shows a change in the phasing of the two types of
modulation (amplitude and phase modulation), similar to what was
observed in CoRoT 105288363.
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Motivation IX
“Stationary” line profiles of A-, F-type supergiants
Observations (black, solid line) vs. standard 1D models with microturbulence (red, 
dashed line) of a rather strong and a rather weak spectral line. Teff sequence from 
9250 K to 6500 K. Left panel: Ti II, 4563.76 Å. Right panel: Cr II, 4554.99 Å.

Objects: HD 46300 (13 Mon), 
HD 87737 (η Leo), HD 
175687 (ξ1 Sgr), HD 147084 
(ο Sco), HD 182835 (ν Aql)

Spectral types: A0 Ib, A0 Ib, 
A0 II, A4 II-III, F2 Iab

Teff : 9700 K, 9700 K, 9400 K, 
7850 K, 6800 K

from Landstreet et al. 2009, 
A&A 503, 973



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013
14

Motivation X
Time dependent line
profiles of Cepheid X Sgr

Evolution of the Fe I 6056 Å  line profile in 
X Sgr (pulsation phase 0.968 to 2.537). 
Gaussian fits for different components 
and their evolution are symbolised by a 
given colour. Rest wavelength indicated 
by a red, vertical line (Fig. 1 from Mathias 
et al. 2006, A&A 457, 575. Fig. 4 shows 
the same phase variation for Hα). 

Observations are interpreted here as the 
result of two shock waves crossing the 
photosphere in each pulsation phase.

Unusually strong for Cepheids. Correct ? 
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Motivation XI
Challenges to previous modelling

– 1D pulsation (and also evolution) models rely on
– variants of non-local MLT
– up to 8 free parameters (Buchler & Kolláth 2000, NYASA 898, 39)
– parameters that are calibrated (?) or guessed
– while values determine the model predictions (!), for instance,
– the location of red edge of the instability strip of Cepheids is 

determined by turbulent pressure
– Parameter determination with spectroscopy

– Anaylses mostly assume static, homogeneous atmospheres,
– but does this at least approximately hold ?

     ➔	 numerical hydrodynamical simulations in 2D and 3D
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The ANTARES Code I

The ANTARES code
(ANTARES — A Numerical Tool for Astrophysical RESearch)

– general purpose Fortran95 code for hydrodynamical simulations

– development initiated by H.J. Muthsam

– main development site: Faculty of Mathematics at Univ. of Vienna, 
formerly also at MPA in Garching, and now also at

– BTU Cottbus (Germany), Lab. dʻAstrophys. Toulouse (France)

– presently only available to developers and direct collaborators

– currently ~150000 lines of code in active modules

– modular, fully MPI parallelized code (+ OpenMP for load balance)

– post-processing with Paraview and statistics programs
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The ANTARES Code II
Equation types and problem classes

– time dependent hydrodynamics: in 1D, 2D, and 3D
– single or two-component fluid model
– stationary, LTE 3D (+ short characteristics) radiative transfer
– optionally: MHD equations
– either equidistant Cartesian grid or
– polar grid, radial component co-moving with mean velocity

Microphysics
– realistic EOS, opacities: OPAL, LLNL, ATLAS9 / Kurucz
– or idealised microphysics (prescribed heat conductivity, 

constant ratios of other diffusivities, perfect gas) 
– or EOS and conductivities for saltwater (➔ oceanography) 
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The ANTARES Code III
Numerics

– conservative, high resolution advection with WENO5 
• 5th order weighted essentially non-oscillatory method 

(optimizes numerical viscosity, allows for iLES type simulations)
– discretization of parabolic terms consistent with ENO methods
– vertically closed or open boundaries, horizontally periodic
– time evolution from perturbed 1D or 2D equilibrium states
– optional: grid refinement
– optional: subgrid scale models (➔ unresolved scales)

in addition to iLES (implicit Large Eddy Simulation) approach
– new time integration methods (operator splitting, for low Mach 

numbers and fast radiative cooling, partially “in-house made”)



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013
19

The Numerical Challenges I
The Cepheid we model...

– Its basic stellar and simulation parameters are:
• Teff = 5125 K, log(g) ~ 1.97, M = 5 M⊙, R ~ 38.5 R⊙, L ~ 913 L⊙, 

X = 0.7, Y = 0.29, Z = 0.01, P = 3.85 d, first overtone (1O)
• outer 42% of R, vertical grid spacing: 0.47 Mm ... 124 Mm

(modelling only the outer 42%  ➔  implies P somewhat too short)

– computational concept
• idea: simulate flow in a wedge with fixed opening angle
• boundaries: vertically closed (recent: open top), azimuthally open
• an integer multiple of such wedges constitutes a ring in the 

equatorial plane (➔	 independent of polar angle: 2D simulation)
• gravitational stratification ➔	 how to resolve stellar boundary ? 
➔	 Radially stretched grid co-moving with mean radial velocity !
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The Numerical Challenges II
Grid and geometry parameters

– opening angles, grid refinement, and stretching factors:
• 1° opening angle, 800 × 300 points ➔ resolves H ionization zone
• 10° opening angle, 510 × 800 points ➔ study He II ionization zone
• model with 3° opening angle and grid refinement to combine both
➔	 selection of models from Mundprecht et al. (2013)
     (submitted to MNRAS, preprint at arXiv:1209.2952)

4 E. Mundprecht, H.J. Muthsam and F. Kupka

model aperture grid points stretching subgrid grid radial refined radial

nr. angle radial polar factor modelling refinement cell size cell size

1 10o 510 800 1.011 no no 0.47 . . . 124 Mm

2 3o 510 300 1.011 yes no 0.47 . . . 124 Mm

3 3o 510 300 1.011 yes yes 0.47 . . . 124 Mm 0.32 . . . 0.80 Mm

4 1o 800 300 1.007 yes no 0.29 . . . 79 Mm

Table 1. Grid parameters for the different numerical Cepheid models discussed in this paper.

i xi yi zi

1
1
3

1
3

�
7
9

2
1
3

�
7
9

1
3

3

�
7
9

1
3

1
3

Table 2. Quadrature formula Carlson A4 for integration over

a sphere: ray directions in the first octant.

Cell boundary values are defined as θk± 1
2
= θk ± ∆θ

2 . The

physical distance between two adjacent points in colatitudi-

nal direction is computed as ∆zi = ri∆θ.
For 2D simulations there is just one cell of size θtot =

∆θ = π in colatitudinal direction and the grid reduces to

θ 1
2

= 0, θ1 =
π
2 , and θ 3

2
= π and for 1D simulations in

addition the azimuthal grid becomes ϕ 1
2
= −π, ϕ1 = 0, and

ϕ 3
2
= π with ϕtot = ∆ϕ = 2π, so that one cell represents one

shell at a given radius. In 2D simulations we hence consider

sectors located in the equatorial plane of the sphere as our

simulation boxes while in 1D the simulation boxes are radial

columns. In ANTARES the x-direction of the Cartesian grid

points inward, thus for compatibility with various routines

xi = rtop − ri is used and for visualization purpose there

is a Cartesian output grid. There, the x-coordinates of the

radius at ϕ = 0 and θ =
π
2 appear negative which has to be

considered when evaluating and visualizing the output data.

2.3 The radiative transfer equation (RTE)

To perform a realistic simulation of layers near the stellar

surface the nontrivial exchange of energy between gas and

radiation is included via the RTE, while the diffusion ap-

proximation is used for the deeper, optically thick layers to

reduce computing time. The RTE in 1D

µ
∂I
∂τ

= I − S (8)

is solved along single rays via the short characteristics

method of Kunasz & Auer (1988). Here, I denotes the inten-

sity, S the source function (taken to be the Planck function),

and τ the vertical optical depth scale. Finally, µ = cos θ,
where θ is the polar angle. In 2D either 12 or 24 ray direc-

tions are chosen according to the angular quadrature formu-

lae of types A4 or A6 of Carlson (1963), and the directions in

each quadrant are arranged in a triangular pattern (Tables

2 and 3). This is a reduction of a factor of two compared

to the 3D case, a result which follows from the additional

symmetry.

For each ray the points of entrance and exit plus the

i xi yi zi

1

�
1
15

�
1
15

�
13
15

2

�
1
15

�
7
15

�
7
15

3

�
1
15

�
13
15

�
1
15

4

�
7
15

�
1
15

�
7
15

5

�
7
15

�
7
15

�
1
15

6

�
13
15

�
1
15

�
1
15

Table 3. Quadrature formula Carlson A6 for integration over

a sphere: ray directions in the first octant.

Figure 1. One step in the iterative solution of the RTE. The

rays enter at U. There, at the center P, and at the exit point Q the

opacity has to be determined to perform the numerical integration

on the right hand side of Eq. (9) and to get the intensity I at P

for the next step.

corresponding distances are determined (Fig. 1). Since the

grid moves this has to be redone at every time step. The one

dimensional RTE is solved along each ray.

To determine the incoming intensity along this ray di-

rection one has to interpolate the values of the required phys-

ical quantities to the points U and Q from the neighbouring

grid points. This is achieved by linear interpolation. Conse-

c� xxxx RAS, MNRAS 000, 1–15

http://arxiv.org/abs/1209.2952
http://arxiv.org/abs/1209.2952
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The Numerical Challenges III

Resolution and time stepping: Qrad in the H I ionization zone from 1D models of various 
resolutions (vertical refinement: different colours). From Mundprecht et al. (2013).
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The Numerical Challenges IV

1D model lightcurve (red), runnig mean (black), 8 pulsation periods (1000 output steps). 
Lower panel: results at 4x higher resolution. Note the 30% drop (Mundprecht et al. 2013).
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The Numerical Challenges V

Convective flux (colours) and optical depth (three isolines at τ = 1, white, 10, grey, and 
100, black) in a high resolution model, 1° of width shown (from Mundprecht et al. 2013).

Reciprocal radiative time scale times the Courant 
number, as a function of depth, at moderate 
resolution (from Mundprecht et al. 2013).

➔	 solve resolution problem with an adaptive
grid, adjusted to ease time step constraints
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The Numerical Challenges VI

Lower boundary chosen to avoid very small time steps due to radiative diffusion.
Artifacts (horizontal lines) in the pressure field (CGS units used), if the grid refinement 
zone has an upper boundary in the photosphere (from Mundprecht et al. 2013).
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The Numerical Challenges VII

These artifacts are removed, if the grid refinement zone extends all the way up to the top of 
the simulation domain. The lower boundary of the refinement zone, located in the region of 
radiative diffusion, does not cause further artifacts (from Mundprecht et al. 2013).
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The Numerical Challenges VIII

Convection in the H I ionization zone. Upper panel: model 3 with grid refinement (by 3 × 4), 
lower panel: model 2, without grid refinement. Note the change in scale for Fconv and the 
change in the flow patterns observed in the overshooting zone (from Mundprecht et al. 2013).
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Simulation Results I
Goals of the study

– high resolution models: the 1° model
• development of the H I ionization zone
• dynamics of the photosphere

– large opening angle: the 10° model
• development of convection in the He II ionization zone
• phase shifts & interaction between convection and pulsation ?
• probe recipies for Fconv, i.e. detemine one of model parameters of

the Kuhfuß and Stellingwerf models
• compute work integrals as a function of phase
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Simulation Results II

Development of shock fronts in the photosphere for the 1° simulation (pressure: CGS 
units). Mach numbers are up to 4 in this case (cf. Muthsam et al. 2013, in prep.).
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Simulation Results III

Development of the temperature gradient in the 1° simulation during the contraction 
phase of the pulsation cycle (see also (Muthsam et al. 2013, in prep.).
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Simulation Results IV

Fconv and selected velocity stream lines in the He II ionization zone for the 10° model over 
one pulsation cycle (Mundprecht, PhD thesis, 2011; Muthsam et al. 2011, IAU S 271, 179).
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Simulation Results V

Fconv in the 10° simulation. Radial dependence as a function of phase. The phase average 
over 10 periods is displayed twice. Note the variation within the region of He II ionization. 
From Muthsam et al. (2013, in prep.).
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Simulation Results VI

Fconv in the 10° simulation within and around the region of He II ionization: optimum parameter
αc averaged horizontally for each phase (plotted twice) and shown as a function of depth. Left 
panel: Kuhfuß model, right panel: Stellingwerf model (from Muthsam et al. 2013, in prep.).



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013
33

Simulation Results VII

Parameter αc for the convective flux in the Kuhfuß and Stellingwerf models and the 10° 
simulation within and around the region of He II ionization (from Muthsam et al. 2013, in prep.).

6 H.J. Muthsam, E. Mundprecht, and F. Kupka

(a) KF – convection zone (b) SW – convection zone

Figure 2. Horizontally averaged αc−values for the Kuhfuß (left panel) and Stellingwerf (right panel) expressions for the convective flux

assuming η = 1. The vertical axis displays phase (repeated twice for the sake of clarity) while depth is plotted along the horizontal axis

(the top of the simulation box is to the left in each panel).

TDC variant convection zone overshooting region

designation αr αc σ αmax
αmin

αc σ αmax
αmin

KF

Pr trb1 0.30 10.77 29.4 2.8 1.58 9.1 1.4

Pr trb2 0.30 7.20 21.6 2.2 0.93 13.0 1.6

Ps trb1 0.08 3.15 28.4 2.6 0.45 9.4 1.4

Ps trb2 0.08 2.07 20.7 2.1 0.27 13.3 1.7

SW

Pa trb1 0.10 1.12 25.1 2.2 0.47 7.4 1.3

Pa trb2 0.10 0.73 14.3 1.6 0.26 9.9 1.4

Pb trb1 0.25 1.33 27.3 2.3 0.56 8.4 1.3

Pb trb2 0.25 0.84 15.4 1.6 0.29 10.0 1.4

Table 1. α-values for various convection models: the designation indicates whether the x-component only

is used for evaluating turbulent kinetic energy (trb1) or whether also the y-component is used (trb2). The

letters r, s, a, and b in Pr, Ps, etc. refer to the value of αr adopted (listed in the next column). αc is the

mean value, σ the standard deviation in percent of the mean value (averaged each over ten periods). The

ratio αmax/αmin is a measure for the total amplitude of the variation of αc over one period.

The meaning of the abbreviations designating the variants

of the convection models are given in the caption of Table 1

and αc is determined via Eq. (3). The large differences be-

tween the convection zone and the overshoot zone clearly

stand out as does the strong dependency of the values for

αc on the adopted value for αr. In addition, there is a strong

variation of αc with phase. The dependence of αc on αr is of

opposite sense in the Kuhfuß and the Stellingwerf model, re-

spectively. This is an immediate consequence of the different

definitions of αr in both cases (see Sect. 3.1.1).

The quality, i.e. the constancy with phase, of a certain

set of α’s may be judged either from their variance σ (Ta-

ble 1) or from the ratio αmax/αmin. In all cases the two

criteria lead to the same assessment of quality. In addition,

there is the possibility to either calculate the turbulent ki-

netic energy from the vertical velocity alone or from both

velocity components. While the second option may appear

to be the more natural one, the first option is suggested by

the fact that some authors (see, for instance, Gastine & Din-

trans 2011 and Eq. 2 in their paper) consider the contribu-

tion from the vertical velocity component only. Our results

indicate opposite behaviour in the convection zone and the

overshoot region, respectively: in the convection zone, in-

clusion of both components seems to lead to better results,

whereas in the overshoot region inclusion of the vertical ve-

locity component only seems to be preferable. That is true

both for the Kuhfuß and the Stellingwerf formulation. On

the other hand, the inclusion of the Peclet correction factor

η seems to have a rather marginal influence on the quality

of the results.

3.1.4 A first analysis

At first it might seem surprising that the inclusion of ra-

diative losses does not significantly improve the predictions

of the convective flux by the TDC models. The best fit nu-

merical values for αc indeed change as a result of including

a factor η �= 1, but there is hardly any improvement, if we

compare the results for the convection zone with the over-

c� xxxx RAS, MNRAS 000, 1–9



Hydrodynamical Simulations of Cepheids9th SCSLSA, Banja Koviljaca, 16 May 2013
34

Simulation Results VIII

Analyzing the 10° simulation 
within and around the region 
of He II ionization. 

Variation of optimized αc  
parameter for the convective 
flux in the Kuhfuß and 
Stellingwerf models shown 
for two periods (from 
Muthsam et al. 2013, in 
prep.).

Multidimensional modelling of Cepheid-like variables II: Analysis of a Cepheid model 7

(a) KF – convection zone (b) SW – convection zone

(c) KF – overshooting region (d) SW – overshooting region

Figure 3. The parameter αc as a function of time: horizontal averages over ∼2 periods (a value of 200 corresponds to two full periods).
In the different panels KF denotes results from testing the Kuhfuß model and SW results from testing the Stellingwerf model. Letters r,
s, a, and b after P in the designation identify different values of αr. The results denoted by trb1 include only the vertical velocity in the
computation of the turbulent energy while for results denoted by trb2 the horizontal velocity was included as well. The letters c and o
refer to the convection and overshoot regions, respectively.

TDC convection zone overshooting region

βc σ βmax
βmin

βc σ βmax
βmin

KF 5.59e-01 22.7 2.24 7.15e-2 13.4 1.60
SW 7.16e-01 24.7 2.28 2.22e-1 14.3 1.66

Table 2. β-values for various convection models. Peclet factors contain both the x- and y-direction contri-
butions to the turbulent velocity.

shooting region. However, throughout most of the pulsation

cycle Pe is of order unity or even less in the entire spatial

domain analysed in our study. Thus, we are dealing with

convection in the low efficiency limit in both cases, i.e. for

the convection zone proper and the overshooting region. For

the He ii zone most of the convective driving stems from the

lowering ∇ad rather than from the rather mild local mini-

mum in Krad. Consequently, the correction due to radiative

losses is similar in both regions and the correction factor η
cannot compensate the large difference found in the convec-

tive flux predictions for the convective and the overshooting

region. Moreover, as it can be more easily seen from the form

of ηKF in Eq. (10), it is the product αcαr only that enters into

the calculation of the convective flux in the limit of small Pe

c� xxxx RAS, MNRAS 000, 1–9
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Simulation Results IX
Main Conclusions

– high resolution: the 1° model
• once there is sufficient resolution, convection develops in the H I ionization zone
• occurrence of strong shock fronts and other phenomena in the photosphere
• open vertical boundary condition on top required (for more stable integration)
• may result in a net outflow

– wide opening angle: the 10° model
• increase in convective driving in the He II zone during contraction
• a phase lag exists between radius and extent of the convection zone

(static picture of convective layers fails)
• neither the Stellingwerf nor the Kuhfuß model recover Fconv over a period with 

fixed model parameters
• variation of αc over phase and as function of r evident (factors of 2 to 10)
• improved models must account for Pe-dependence, enhanced TKE (turbulent 

kinetic energy) dissipation in overshoot region, anisotropy of TKE, among others
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Recent Work and Outlook I

What can be done, if...
– you just use 277 points radially instead of 510,
– but 13000 points azimuthally instead of 800 ? And
– have (several) 500,000 CPU-core hours at your disposal ?

... among others, you might have a look at
– excitation of non-radial modes
– investigate the natural azimuthal width of flow structures

As a teaser: 
– How about the first 14 pulsation cycles of a 360° model ?
– And otherwise the same parameters as for the 10° model ?
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Recent Work and Outlook II

Simulation of the time development of a Cepheid. Simulation box: the full equatorial plane. 
Colour: vertical momentum density. The first 14 pulsation cycles are shown.
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Recent Work and Outlook III
Some ongoing work
 

– boundary conditions
• upper open boundary conditions (stable longterm runs

of high resolution models): implemented, currently being tested
– implicit time integration

• to further ease the restrictions due to radiative diffusion
– faster computation, longer time series

• done for the 1D, almost finished for the 2D case, required 
development of a parallelized, non-linear multigrid solver

– extended simulations with 360° models
– longterm goals: a 3D simulation for the same scenario

(would be much easier for idealized microphysics which would not 
yield realistic models, the very goal of the present work)
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